Maze training in mice induces MRI-detectable brain shape changes specific to the type of learning


A series of studies have recently shown that the shape of the brain changes with learning at a scale detectable by MRI in human subjects. Grey matter density increases in the occipital and/or parietal lobes in juggling (Draganski et al., 2004), matched by fractional anisotropy increases in the right hemisphere (Scholz et al., 2009). These changes are detectable as early as 7 days after training (Driemeyer et al., 2008) and appear to occur in elderly as well as young subjects (Boyke et al., 2008). Similarly, musical instrument lessons in young childhood alter brain development (Hyde et al., 2009), and adult musicians feature exquisite resolution. We used the latter approach to scan fixed brains along with MR contrast agents to obtain exquisite resolution. We used the latter approach to scan fixed brains at 32-μm isotropic resolution for this study, with three specimens scanned simultaneously with independent transmit/receive coils to allow for adequate throughput (Bock et al., 2005; Nieman et al., 2005, 2007). Anatomical measures obtained from these fixed specimens have been used in multiple phenotyping studies (Chen et al., 2005; Clapcote et al., 2007; Spring et al., 2007; Lerch et al., 2008a,b; Mercer
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et al., 2009; Ellegood et al., 2010; Yu et al., 2010), and validated against stereology (Lerch et al., 2008b; Spring et al., 2010), where the MR measures were found to have greater sensitivity at discriminating between groups compared to classic tissue slice-based techniques (Lerch et al., 2008b).

To study the macroscopic effects of learning on the brain, we trained mice on a spatial learning paradigm. There is a direct human correlate to spatial learning: in 2000, Eleanor Maguire published an intriguing study which showed that London Taxi drivers have enlarged midposterior hippocampi compared to non-taxi driving controls (Maguire et al., 2000) and bus drivers (Maguire et al., 2006). These results, later expanded by further studies (Bobhot et al., 2007), suggested that employing a relational spatial navigation strategy (i.e., forming a cognitive map of the environment) over a non-relational response strategy (navigating by using simple landmark cues) was reflected by the volumes of different brain structures, in particular the striatum and hippocampus. We thus trained 2.5-month-old inbred mice on one of three versions of the Morris water maze (MWM, 6 trials a day for 5 days), wherein the animal must learn to navigate a novel environment in order to find a hidden platform. Navigation is thought to be supported by multiple, anatomically distinct systems that may interact in a co-operative or competitive fashion (McDonald and White, 1993; Poldrack and Packard, 2003). It is well established that spatial memory based navigation, which involves learning relationships between environmental landmarks, engages the hippocampus (O’Keefe and Nadel, 1978), also known to be involved in relational or declarative memory (Squire and Zola-Morgan, 1991; Eichenbaum et al., 1992). On the other hand, navigation relying on non-spatial ‘response learning’ involves the striatum (Packard et al., 1989; McDonald and White, 1993, 1994; laria et al., 2003), also known to be involved in procedural learning or habit formation (Squire and Butters, 1984). In using different variants of the MWM, we thus expected to be able to stimulate growth in the hippocampus and striatum selectively and furthermore take advantage of the whole brain coverage of MRI to assess for alterations outside these two key regions.

Methods

Mice

Male offspring (aged 2.5 months) from a cross between C57BL/6NTacFr and 129Svev mice (Taconic Farms, Germantown, NY) were used in these experiments and housed in cage of 3–5 same-sex littermates. All animal experiments were approved by the animal ethics committee of the Hospital for Sick Children.

Water maze and general training procedures

Behavioural testing was conducted in a circular water maze pool (120 cm in diam.), located in a dimly lit room (see Teixeira et al., 2006, for details). The pool was filled with water (28 ± 1 °C) made opaque by a white nontoxic pigment. A circular escape platform (10 cm in diameter) was submerged 0.5 cm below the water surface and located in the one of the quadrants.

Mice, including home cage control mice, were handled for 2 min/day for 1 week before training began. On each training day, mice received six training trials (presented in two blocks of three trials; interblock interval was ~1 h; intertrial interval was ~15 s). The trial began by placing the mouse into the pool, facing the wall, in one of four pseudorandomly chosen start locations. The trial was complete once the mouse found the platform or 60 s had elapsed. If the mouse failed to find the platform on a given trial, the experimenter guided the mouse onto the platform.

We used three different water maze training protocols (see Fig. 1). In the spatial MWM version, the hidden platform was submerged in a fixed location for all trials and the perimeter of the experimental room had distinct visual landmarks. In the non-spatial cued MWM group version, the platform was marked by a visible cue (cylinder 4 cm diameter × 4 cm sitting on top of the platform) and moved to a different location on each trial. A black curtain surrounded the pool, obscuring the distal visual landmarks, to minimize reliance on spatial strategies. In the spatial cued MWM group version, a cued platform in a fixed location was used but with the distal visual landmarks visible, allowing for both the response as well as spatial memory strategies. Other types of control conditions have been used, including swimming controls (Gusev et al., 2005). However, whereas swimming controls equate swimming experience, reinforcement differs between groups and this may lead to differences in motivation and/or stress levels. Behavioural data from training and the probe tests were acquired and analysed using automated tracking software (Actimetrics, Wilmette, IL). During training, we assessed the escape latency (time to reach the platform). Spatial memory was assessed in a 60-s probe test during which the platform was removed from the pool. We quantified performance by measuring the amount of time mice searched the target zone (20 cm in radius, centred on the location of the platform during training) versus the average of three other equivalent zones in other areas of the pool.

MR sample preparation

The first 32 mouse brains (6 controls, 6 non-spatial cued MWM (one data set discarded due to air bubbles in the parenchyma), 6 spatial cued MWM, and 14 spatial MWM) were prepared as follows. Ten days after the probe test, mice were anaesthetized (ketamine, 100 mg/kg and Rompun, 20 mg/kg, ip), perfused through the heart with 1× PBS, 0.02% sodium azide +2 mM ProHance® (4% PFA; 30 ml, iced), as previously described (Tyszka et al., 2006). Bodies, along with the skin, lower jaw, ears, and the cartilaginous nose tip were removed. The remaining skull structures containing the brain were allowed to postfix in 4% PFA at 4 °C for 12 h. Following a washout period of 5 days in phosphate-buffered saline (PBS) and 0.01% sodium azide at 15 °C, the skulls were transferred to a PBS and 2 mM ProHance® (Bracco Diagnostics Inc., Princeton, NJ) solution for at least 7 days at 15 °C. MR imaging occurred 12 to 21 days post-mortem. A second set of 32 brains (6 controls, 9 non-spatial cued MWM, 9 spatial cued MWM, and 9 spatial MWM (one discarded due to air bubbles in the parenchyma)) were prepared in a slightly modified fashion to allow for follow-up histology. The mice were anaesthetized as above, also perfused through the heart with phosphate buffered saline (PBS, 30 ml, pH 7.4, 25 °C) followed by parafomaldehyde (4% PFA; 30 ml, iced) in PBS, but for these mice, a contrast agent (2 mM ProHance) was added at perfusion time. Bodies, along with the skin, lower jaw, ears, and the cartilaginous nose tip were then removed. The remaining skull structures containing the brain were allowed to postfix in 4% PFA plus 2 mM ProHance at 4 °C for 12 h. The skulls were then transferred to solution containing 1× PBS +0.02% sodium azide +2 mM ProHance for 4 days at 15 °C. MR imaging occurred 4 to 21 days post-mortem. We covaried for MR specimen preparation in all statistical analyses to assure that these differences did not influence our results.

MR acquisition

A multi-channel 7.0-T MRI scanner (Varian Inc., Palo Alto, CA) with a 6-cm inner bore diameter insert gradient was used to acquire anatomical images of brains within skulls. Before imaging, the samples were removed from the contrast agent solution, blotted and placed into plastic tubes (13 mm in diameter) filled with a proton-free susceptibility-matching fluid (Fluoroinert FC-77, 3 M Corp., St. Paul, MN). Three custom-built, solenoid coils (14 mm in diameter, 18.3 cm in length) with over wound ends were used to image three brains in parallel. Parameters used in the scans were optimized for
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Following MR imaging, the 32 fixed brains processed with the short MR sample preparation protocol were removed from the skull and paraffin embedded. About 4–8 consecutive 5-μm coronal slices per stain were taken through the hippocampus/dentate gyrus as well as the striatum. Sections were stained with either mouse anti-NeuN (neuronal nuclei, 1:100; Chemicon), rabbit anti-GAP-43 (growth-associated protein 43, 1:100; Abcam), or rabbit anti-GFAP (glial fibrillary acidic protein, 1:100; SIGNET). A further ten 5-μm coronal slices were acquired through the dentate gyrus and stained for DCX (double-cortin, 1:1000; Cell Signalling), For NeuN, GFAP, and GAP-43, quantification proceeded by first digitizing the slides using a slide scanner at 40× resolution. The dentate gyrus, CA1 and CA3 regions of the hippocampus, and striatum were then manually outlined on the digitized slides while blinded to their provenance. A neural net classifier (Zijdenbos et al., 2002) was then trained to discriminate between active stain (NeuN, GFAP, or GAP-43), counterstain (4′6-diamidino-2-phenylindole, DAPI; the counterstain was used to aid in anatomical localization of each slice), and background, and the same classification rules were applied to every single slide of the same stain henceforth to ensure completely unbiased, quantitative results. The proportion of pixels stained by the active stain was the measure used for subsequent analyses (see Fig. 2). For the DCX stain, the total number of immunoreactive cells per slice was quantified by a blinded observer and the total surface of the granular cell layer of the hippocampus measured, therefore reporting the density of cells per tissue area.

**Statistical analysis**

The Jacobian determinant of the deformation fields, which provides an index of voxel expansion and contraction, was computed at every voxel (Chung et al., 2001). An ANOVA testing for a main effect of group with $F_{3,59}$ degrees of freedom was computed after covarying for differences in specimen preparation. The same ANOVA was computed to determine differences in anatomical structure volumes. To assess any correlations with behavioural outcomes, time spent searching the correct quadrant was correlated against structure volumes as well as Jacobian determinants in the spatial MWM group only. Multiple comparisons were thresholded using the false
discovery rate (Genovese et al., 2002) at 5% threshold. Mixed effects models with random intercepts per mouse were used for the correlations between immunohistochemistry staining and MRI based volumes. All errors given are standard errors of the mean and all confidence regions are 95% bootstrapped confidence intervals.

**Results**

Three versions of the MWM that differed with respect to cognitive demand were used. In the spatial MWM group, mice \( (n = 22) \) were trained to find a hidden platform in a fixed location by using visual landmarks located around the room, a task requiring the hippocampus (Morris et al., 1982; McDonald and White, 1994). Alternatively, in the non-spatial cued MWM group \( (n = 14) \), the platform was marked with a visible cue and located in a different position for each trial. The distal visual landmarks around the room were obscured for this task by a black curtain such that mice could not rely on a spatial strategy to find the platform, but instead had to engage a non-relational response strategy, reliant on the striatum (McDonald and White, 1994). A final group of mice \( (n = 15) \) was trained on a spatial cued version of the MWM (a visibly cued platform in a fixed location with the distal visual landmarks in the room visible).

All mice showed evidence of learning as measured by a progressive decrease in latency to reach the platform following blocks of training trials. However, only mice trained with the spatial MWM and spatial cued MWM showed spatial memory on a subsequent probe test as they spent more time in the target zone, where the platform had been previously located (see Fig. 1). In contrast, mice trained in the non-spatial cued MWM searched randomly, indicating a lack of spatial memory, as per our prediction. Although mice trained under either protocol showed learning, the content of the learning differed. Importantly, there was no difference in exercise (distance travelled per day) between the spatial cued MWM and non-spatial cued MWM mice, whereas mice trained on the spatial MWM (the most challenging version of the maze) swam for significantly greater distances (see Fig. 3).

**Navigation training causes neuroanatomical volume changes**

The primary hypothesis was that mice trained on the spatial MWM would show growth of the hippocampus, whereas mice trained on the non-spatial cued MWM would show striatal enlargement. As can be seen in Fig. 4, this was indeed the case, with spatial MWM mice showing a 3.1% increase in the hippocampus when compared to control mice, and non-spatial cued MWM mice featuring a 1.9% enlargement of the striatum. The spatial cued MWM mice showed volume changes resembling those of the spatial MWM group, with a 3.8% increase in hippocampal volume and no significant difference in

---

**Fig. 2. IHC methods.** To extract quantitative information from the immunohistochemistry, a low-resolution digitized slice was segmented into different hippocampal regions (a) and the striatum (not shown), the high-resolution data extracted (b, example from dentate gyrus with GFAP stain), classified into active stain (red), counter stain (DAPI, green), and background (blue). Just the active stain was retained (d), and a proportion of pixels for each anatomical structure were computed. For the DCX stain, the total number of immunoreactive cells per slice was quantified by a blinded observer (e and f).
the striatum. When the search was extended to the rest of the brain, additional significant volume changes were detected in the corpus callosum, dentate gyrus of the hippocampus, internal capsule, cerebellum, frontal lobes, and entorhinal cortex; see Table 1 for a summary.

Along with the volume changes described above, local differences were determined at every voxel via a by-group ANOVA on the log Jacobian determinant of the deformation field. The resulting maps can be seen in Fig. 5; they show the same pattern of hippocampal enlargement in the two groups of mice with access to distal spatial cues along with striatal growth in the non-spatial cued MWM group. All trained mice appear to have enlarged dentate gyri (also detectable when examining structure volumes), and the spatial learning effects are primarily localized in areas CA1 and small parts of CA3 of the hippocampus. To account for any potential exercise confound, we compared just the two exercise matched groups, the non-spatial cued MWM and spatial cued MWM mice, and found that the key differences in the striatum and CA1 remained (Fig. 6).

Lastly, we correlated behavioural outcomes as measured by the probe trial against anatomical volumes as well as per-voxel Jacobian determinants. Given the differences in performance between groups and that non-spatial cued MWM mice are expected to search randomly, these correlations were limited to mice trained on the spatial MWM only. While trends towards increases in volume associated with better performance emerged in the hippocampal formation along with inverse correlations between performance and regions of the striatum and frontal cortices, none of these correlations survived correction for multiple comparisons.

MRI-detectable volume changes correlate with neuronal process remodelling

To understand the cellular bases of these localized volume changes, we examined four possible cellular hypotheses to account for the volume changes: (1) alterations in neuron numbers/sizes, (2) alterations in astrocyte numbers/sizes, (3) increased neurogenesis/survival of new neurons, and (4) remodelling of neuronal processes. Slices through the hippocampus and striatum were thus stained for NeuN, GFAP, DCX, and GAP-43, respectively. GAP-43 staining alone correlated positively with performance on the probe trial in the hippocampus (p = 0.005) but not in the dentate gyrus or striatum. We furthermore detected a significant positive correlation between GAP-43 and structure volume (p = 0.000003) but found no correlation between MR volume and any other IHC measure (DCX: p = 0.4; NeuN: p = 0.66; GFAP: p = 0.67; see Fig. 3.)
Table 1
Structure volume differences by water maze training regimen. An ANOVA was computed relating training group to structure volume, and the $F_{1,59}$ and $q$ value (FDR-adjusted $p$ value) retained. In addition, the percentage difference from the control group are shown for the three trained groups of mice, marked with an asterisk (*) if that difference is significant at a $p<0.05$ level (uncorrected), two asterisks (**) for $p<0.01$, and three asterisks (***) for $p<0.001$. Significant differences between each trained group and controls are only indicated if the main group effect was significant at an FDR of 10%.

<table>
<thead>
<tr>
<th>Structure</th>
<th>$F_{1,59}$</th>
<th>$q$ value</th>
<th>Non-spatial cued MWM (%)</th>
<th>Spatial cued MWM (%)</th>
<th>Spatial MWM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corpus callosum</td>
<td>7.94</td>
<td>0.004</td>
<td>1.52 ± 0.48**</td>
<td>0.31 ± 0.47</td>
<td>−0.49 ± 0.44</td>
</tr>
<tr>
<td>Dentate gyrus of hippocampus</td>
<td>7.22</td>
<td>0.004</td>
<td>2.6 ± 0.88**</td>
<td>3.8 ± 0.86***</td>
<td>3.08 ± 0.8***</td>
</tr>
<tr>
<td>Hippocampus</td>
<td>6.86</td>
<td>0.004</td>
<td>1.36 ± 0.86</td>
<td>3.17 ± 0.83***</td>
<td>3.08 ± 0.79***</td>
</tr>
<tr>
<td>Internal capsule</td>
<td>5.65</td>
<td>0.011</td>
<td>2.01 ± 0.77*</td>
<td>1.02 ± 0.76</td>
<td>−0.98 ± 0.72</td>
</tr>
<tr>
<td>Arbor vitae of cerebellum</td>
<td>4.50</td>
<td>0.032</td>
<td>−1.48 ± 0.84</td>
<td>−0.61 ± 0.83</td>
<td>1.13 ± 0.77</td>
</tr>
<tr>
<td>Cerebral cortex: parietotemporal lobe</td>
<td>4.37</td>
<td>0.032</td>
<td>1 ± 0.74</td>
<td>−0.78 ± 0.73</td>
<td>−1.23 ± 0.68</td>
</tr>
<tr>
<td>Cerebral cortex: frontal lobe</td>
<td>3.98</td>
<td>0.043</td>
<td>0.26 ± 0.77</td>
<td>−0.97 ± 0.75</td>
<td>−1.78 ± 0.77*</td>
</tr>
<tr>
<td>Cerebellar cortex</td>
<td>3.44</td>
<td>0.063</td>
<td>−1.38 ± 0.69*</td>
<td>−0.67 ± 0.68</td>
<td>0.44 ± 0.63</td>
</tr>
<tr>
<td>Cerebral cortex: entorhinal cortex</td>
<td>2.89</td>
<td>0.095</td>
<td>−0.24 ± 0.94</td>
<td>1.42 ± 0.93</td>
<td>1.79 ± 0.86*</td>
</tr>
<tr>
<td>striatum</td>
<td>2.84</td>
<td>0.095</td>
<td>1.87 ± 0.82*</td>
<td>0.59 ± 0.81</td>
<td>−0.1 ± 0.75</td>
</tr>
<tr>
<td>Colliculus: inferior</td>
<td>1.59</td>
<td>0.360</td>
<td>0.96 ± 0.9</td>
<td>−0.08 ± 0.89</td>
<td>−0.75 ± 0.82</td>
</tr>
<tr>
<td>Nucleus accumbens</td>
<td>1.62</td>
<td>0.360</td>
<td>0.95 ± 0.81</td>
<td>1.46 ± 0.8</td>
<td>1.53 ± 0.74</td>
</tr>
<tr>
<td>Olfactory bulbs</td>
<td>1.53</td>
<td>0.360</td>
<td>0.04 ± 0.63</td>
<td>0.71 ± 0.62</td>
<td>0.99 ± 0.58</td>
</tr>
<tr>
<td>Amygdala</td>
<td>1.39</td>
<td>0.373</td>
<td>1.81 ± 0.97</td>
<td>1.61 ± 0.95</td>
<td>1.34 ± 0.88</td>
</tr>
<tr>
<td>Basal forebrain</td>
<td>1.42</td>
<td>0.373</td>
<td>0.45 ± 0.98</td>
<td>1.59 ± 0.96</td>
<td>1.48 ± 0.89</td>
</tr>
<tr>
<td>Olfactory tubercle</td>
<td>1.31</td>
<td>0.390</td>
<td>1.27 ± 1.14</td>
<td>2.21 ± 1.13</td>
<td>1.42 ± 1.04</td>
</tr>
<tr>
<td>Colliculus: superior</td>
<td>1.03</td>
<td>0.506</td>
<td>0.02 ± 0.63</td>
<td>0.92 ± 0.62</td>
<td>0.27 ± 0.58</td>
</tr>
<tr>
<td>Cerebral cortex: occipital lobe</td>
<td>0.89</td>
<td>0.536</td>
<td>−0.43 ± 0.89</td>
<td>0.82 ± 0.88</td>
<td>0.53 ± 0.81</td>
</tr>
<tr>
<td>Thalamus</td>
<td>0.92</td>
<td>0.536</td>
<td>−0.68 ± 0.81</td>
<td>−0.43 ± 0.8</td>
<td>0.4 ± 0.74</td>
</tr>
<tr>
<td>Periaqueductal grey</td>
<td>0.63</td>
<td>0.678</td>
<td>0.05 ± 0.73</td>
<td>0.67 ± 0.72</td>
<td>−0.16 ± 0.67</td>
</tr>
<tr>
<td>Hypothalamus</td>
<td>0.48</td>
<td>0.761</td>
<td>−0.23 ± 0.62</td>
<td>−0.57 ± 0.61</td>
<td>−0.59 ± 0.57</td>
</tr>
<tr>
<td>Fimbria</td>
<td>0.22</td>
<td>0.883</td>
<td>0.36 ± 1</td>
<td>0.27 ± 0.98</td>
<td>0.7 ± 0.91</td>
</tr>
</tbody>
</table>

Fig. 7). GAP-43 has been previously implicated in memory storage and, by binding to actin and fodrin, is believed to cause morphological change at presynaptic terminals through protein–protein interactions (Routtenberg et al., 2000). We can thus conclude that the largest explanatory factor for the MRI-detectable volume changes is the remodelling of neuronal processes.

Discussion

Learning causes neuroanatomical volume changes

There is strong evidence that laboratory mice kept in the same environment have remarkably similar brain anatomy (Chen et al., 2005). Therefore, the null hypothesis is that there will be no differences between mice trained on the three versions of the MWM. The regional volume increases and decreases that are specific to the training regimen in our study thus provides strong evidence for a causal relationship between training and resulting neuroanatomical changes, as per our hypotheses. These effects are specific to the learning paradigm and not determined by external factors such as exercise.

After training mice on different variants of the MWM, we found that 5 days of 6 trials per day were sufficient to grow the hippocampus by 3% to 4% if the mice used a spatial memory strategy to escape platform, and to conversely grow the striatum if the mice were forced to use a response strategy. The importance of the hippocampus and striatum in spatial and response learning respectively has been well established (McDonald and White, 1994; Devan et al., 1996; Korol and Kolo, 2002; Colombo et al., 2003; Gold, 2003; Hartley et al., 2003; Iaria et al., 2003; Bobbot et al., 2007; Doeller et al., 2008), showing that they change rapidly in volume due to learning is novel. Previous human imaging studies on navigation found that the sizes of anatomical structures differed between groups that had repeatedly used either a non-spatial/response or spatial navigation strategy, although a causal relationship was not established (Maguire et al., 2000, 2006; Bobbot et al., 2007). The results presented here, along with evidence that learning new tasks such as juggling (Draganski et al., 2004; Scholz et al., 2009) or playing musical instruments (Bermudez et al., 2009; Hyde et al., 2009) can alter neuroanatomy in humans, suggest that the size differences in the striatum and hippocampus found by Maguire et al. (2000, 2006) and size differences in the hippocampus and caudate nucleus of the striatum in Bobbot et al. (2007) were caused by the employment of one navigation strategy over the other.

In addition to the hypothesized hippocampal and striatal findings, the whole brain coverage provided by MRI allowed us to identify other regions that changed in volume in a task dependent manner. All trained mice had an enlarged dentate gyrus when compared to controls; this change is possibly related to general effects of enrichment and exercise previously associated with the dentate gyrus (Van Praag et al., 1999; Brown et al., 2003; Olson et al., 2006). White matter structures, such as the corpus callosum and internal capsule, were enlarged in the non-spatial cued MWM group, and the entorhinal cortex was increased by 1.8% in spatial MWM group. While we predominantly found volume increases, a few regions of volume decrease were also detected. As can be seen in Fig. 5, these decreases tend to occur in areas where another group shows concomitant increases, lending partial support to the competitive memory systems hypothesis (Packard et al., 1989; Packard and McGaugh, 1992; Poldrack and Packard, 2003). Intriguingly, the pattern of anatomical changes in the spatial cued MWM trained mice, which could use both a response strategy to travel to the flagged platform as well as rely on the distal spatial landmarks to form a cognitive map of the maze, was more similar to the spatial MWM mice than the non-spatial cued MWM group. These results suggest that, although the response strategy was available due to the flagged platform, young adult mice favour the spatial cognitive mapping strategy. These results are consistent with previous studies showing predominant use of spatial strategies in young adult rats tested on a “T” maze relative to older rodents who favour a response strategy (Barnes et al., 1980).

Learning to navigate a new environment increases the survival of new neurons in the dentate gyrus (Snyder et al., 2005; Christie and Cameron, 2006), the generation of dendritic spines (Lippman and Dunaevsky, 2005; Knott et al., 2006), the extension of dendrites, and new neurons in the dentate gyrus (Snyder et al., 2005; Christie and Cameron, 2006), the generation of dendritic spines (Lippman and Dunaevsky, 2005; Knott et al., 2006), the extension of dendrites, and the remodelling of astrocytic processes (Haber et al., 2006). Correlations with immunohistochemistry revealed that, among these...
different mechanisms, the remodelling of neuronal processes best accounts for the volume changes seen by MRI. GAP-43, the marker we used to assess process remodelling, targets presynaptic changes (Benowitz and Routtenberg, 1997; Routtenberg et al., 2000; Rekart et al., 2005; Holahan et al., 2007); the wealth of literature on axons and dendrites leads us to believe, however, that postsynaptic remodelling is occurring concurrently and at least as important to structural plasticity (Woolf, 1998; Engert and Bonhoeffer, 1999; Chklovskii et al., 2004; De Paola et al., 2006; Bourne and Harris, 2008).

Fig. 5. Voxel-wise difference in local volume. The Jacobian determinant of the deformation field was computed and tested in an ANOVA to determine whether it differed by group; multiple comparisons were controlled using the false discovery rate. The first row provides anatomical labels: cc = corpus callosum, CTX = cortex, ec = external capsule, AG = amygdala, ST = striatum, GP = globus pallidus, DG = dentate gyrus, TH = thalamus, CER CTX = cerebellar cortex, AV = arbor vitae of the cerebellum. CA1, CA2, and CA3 refer to subdivisions of the hippocampus. The second row of images shows coronal slices with the level of significance colored. To assess the relative differences between the groups, a t-test was computed at every voxel comparing each trained group to the control mice. These t-tests were then masked by the ANOVA to retain only voxels where the ANOVA was significant at a 5% FDR; the results are shown in the bottom three panels, increases compared to controls displayed in red, decreases in blue.
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directly influence MR-detectable volume changes will be difficult using the type of correlational approach employed here and is thus beyond the scope of this paper; the use of different genetic mouse models will likely provide a more satisfactory avenue for future investigations. At the moment, we can nevertheless confidently state that MR-detectable volume changes induced by learning are spatially correlated with neuronal process remodelling.

**Structural MRI is capable of measuring the effects of experience on the brain**

There is increasing evidence that neuroanatomy correlates with cognitive performance. Along with the spatial navigation findings of Maguire et al. (2000) and Bohbot et al. (2007) discussed above, Dickerson et al. (2008) found relationships between the thickness of the cortex and verbal memory in the medial temporal cortex and visuomotor speed in the parietal cortices. A complex interaction between IQ and cortical morphometry during adolescent development has also been identified (Shaw et al., 2006), and a study of twins revealed significant environmental components governing brain structure (Lenroot et al., 2009). Our results in mice trained on the water maze described above thus provide a platform for understanding how environment and learning can shape the brain in ways detectable in human as well as rodent studies.

**Implications for human imaging research**

As mentioned above, there is growing evidence that training induces anatomical changes that can be observed in human imaging studies (Draganski et al., 2004; May and Gaser, 2006; May et al., 2006; Boyke et al., 2008; Driemeyer et al., 2008; Hyde et al., 2009; Scholz et al., 2009), although not all training studies found such a neuroanatomical signature (Thomas et al., 2009). Given that image acquisition and analysis using MRI can be kept comparable across species, studying the effects of training and learning in the mouse provides a tantalizing opportunity to better understand the cellular causes of the macroscopic changes seen by MRI. The tight genetic control afforded by the laboratory mouse provides remarkable precision for these types of experiments. The existence of multiple genetic mouse models of altered cellular processing and brain plasticity will, moreover, prove invaluable for establishing the sequence of events that underlie the effects of learning on the brain.

**Implications for cellular plasticity research**

Tremendous progress has recently been made in elucidating cellular aspects of structural brain plasticity (Kempermann et al., 1997; Engert and Bonhoeffer, 1999; Holtmaat et al., 2005; De Paola et al., 2006; Haber et al., 2006; Alvarez and Sabatini, 2007) in the rodent. The dominant methodologies behind these advances have been histology/immunohistochemistry (IHC), multi-photon microscopy, and electron microscopy (EM). However, these methods are limited to examining selected brain regions by technical limitations of field of view and skull window size (multi-photon) or the sheer labour needed to examine the whole brain (EM, IHC). Missing from the arsenal of brain plasticity research is a tool that allows one to rapidly search the entire brain to identify neuroanatomical regions undergoing plastic structural changes. Here we demonstrated that high-resolution MRI is capable of detecting neuroanatomical changes associated with learning. Mouse MRI can thus identify those regions undergoing structural plastic changes that may warrant further investigation using electron microscopy, immunohistochemistry, or multi-photon microscopy and that might otherwise be overlooked. While the numbers of mice we used were high, a simple power calculation shows that the kind of anatomical changes we saw (3%–4% in the hippocampus) could be recovered using 8 mice per group (at an α of 0.05, power of 0.8). To
conclude, we see MRI as especially useful for complex behavioural tasks where multiple brain regions could be affected as well as for the study of mechanisms where both the structural and functional characteristics of the brain can be altered.
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